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Abstract 

The paper considers a two-echelon supply chain where a supplier determines his  
production quantity and a retailer chooses her order size and retail price for each period 
in an infinite horizon. Under a price-discount sharing (PDS) scheme, the supplier’s 
wholesale price linearly depends on the retail price. We develop a stochastic game in 
which these two supply chain members maximize their discounted profits. We show 
that a unique Nash equilibrium solution exists for each period, and over the infinite 
horizon the supplier chooses a stationary base stock policy whereas the retailer’s 
equilibrium solution could be non-stationary. Next, we investigate the problem of 
whether or not a wholesale pricing scheme can coordinate the supplier and the retailer, 
and derive the conditions for supply chain coordination. Moreover, we use Nash 
arbitration scheme to allocate the system-wide profit between the supplier and the 
retailer. 
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1  Introduction 
During the past decade, many academics and practitioners have paid much attention to 
supply chain coordination, which is achieved when decisions made by members of a 
supply chain are identical to globally optimal solutions maximizing total profits or 
minimizing total costs in the supply chain; see Chopra and Meindl (2004, Ch. 10). Two 
natural questions regarding the issue arise as follows: What mechanism could be 
applied to coordinate a supply chain? and how could we implement the mechanism? 
As Cachon (2003) discussed, a common approach is to design an appropriate contract, 
and in recent years a number of publications are concerned with supply chain 
coordination with contracts (e.g., side-payment, buy-back, revenue sharing, 
profit-discount sharing schemes, etc.). 

In practice, many academics and practitioners have identified the importance of 
improving the performance of an entire supply chain, and focused on the question of 
how to effectively gain supply chain coordination and integration for the improvement. 
Next, we briefly review several papers concerning the coordination of fashion supply 
chains. Kincade et al. (2002) conducted a survey and revealed that the benefits of 
retailers in the apparel industry are greatly related to the financial promotional support 
from manufacturers. Motivated by a real case in the apparel industry, Eppen and Iyer 
(1997) developed a stochastic dynamic programming model to investigate a backup 
agreement for a fashion supply chain involving a catalog company and a manufacturer. 
Under the agreement, the catalog company commits to a number of units for a certain 
fashion season, and the manufacturer holds back a percentage of the committed units 
and delivers the remaining units before the start of the season. It was shown that the 
backup agreement can increase both the catalog firm’s and the manufacturer’s expected 
profits. Indu and Govind (2008) discussed the practices of three European apparel 
companies (Zara, H&M, and Benetton) that have successfully integrated their fashion 
supply chains and increased their profits. Kurata and Yue (2008) examined the 
scan-back (SB) trade deal⎯a special type of trade promotion used in fashion supply 
chains⎯that monitors a retailer’s sales via an IT system. They showed that both the 
retailer and the manufacturer can benefit from the SB trade deal if the SB deal is 
accompanied by a buyback contract. In addition, it has been widely recognized that the 
bullwhip effect that increases the variability of production and order quantity 
negatively impacts supply chain performance. Cachon and Terwiesch (2006, Ch. 14) 
concluded that such an effect has been one of two major challenges to supply chain 
coordination, and discussed several major causes resulting in the undesirable 
phenomenon: order synchronization, order batch, trade promotion and forward buying, 
reactive and overreactive ordering and shortage gaming. 

Restricting our attention to trade promotion and forward buying, we find a number 
of evidences about the widespread use of trade promotion and discussions from both 
academic and practical perspectives. As a survey conducted by MEI Computer 
Technology Group Inc. in 2010 indicates, trade promotion (e.g., wholesale price 
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reduction) is extensively applied in the consumer packaged goods (CPG) industry, and 
there is an increased emphasis on improving its effectiveness i . According to 
Investopediaii and TechTargetiii , the CPG industry is one of the largest in North 
America, valued at approximately US$2 trillion; some examples of CPGs are food and 
beverages, footwear and apparel, tobacco, and household products. Ailawadi, Farris, 
and Shames (1999) stated that trade-promotion expenditures in this industry increased 
from less than 35 percent in 1983 to nearly 49 percent in 1994, and its budget was more 
than twice the media advertising budget. The experiences in real business world testify 
to the conclusions presented in Cachon and Terwiesch (2006, Ch. 14) and Chopra and 
Meindl (2004, Ch. 10): Trade promotion could result in retail opportunism. When a 
manufacturer temporarily cuts his wholesale price in order to attract and keep 
customers, some retailers may use the offer to increase their own margins by 
purchasing more for future periods rather than sharing the promotion with consumers. 
This is known as forward buying. Such a response is troubling the manufacturer since 
he cannot pass the low price to end customers through the retailers and the retailers’ 
opportunistic order behavior leads to the bullwhip effect. On the other hand, without 
trade promotion, the manufacturer may suffer a significant decline in market share if 
the competitors continue with trade promotion. More examples and discussions about 
trade promotion and forward buying can be found in Kumar, Rajiv, and Jeuland (2001). 

To encourage the use of trade promotion but avoid forward buying, Ailawadi, Farris, 
and Shames (1999) suggested that the manufacturers could coordinate their supply 
chains by using price-up deal-down strategies that link the wholesale price to the retail 
price. Using the strategies, Bernstein and Federgruen (2005) introduced a linear 
price-discount sharing (PDS) scheme to a game model, and investigated the equilibrium 
behavior of decentralized supply chains involving N competing retailers in the 
newsvendor setting. They showed that, when a PDS scheme is reduced to a constant 
wholesale pricing scheme (where the wholesale price is equal to the supplier’s purchase 
cost), supply chain coordination could be achieved with the constant wholesale pricing 
scheme and a buy-back rate. Cachon and Lariviere (2005) found that, in the price-setting 
newsvendor model, a PDS scheme is equivalent to the revenue-sharing contract for 
supply chain coordination. Based on our above survey, we believe that supply chain 
coordination has been becoming a prevailing issue in the supply chain management 
field, and it could be induced through a PDS scheme in the newsvendor setting. 
However, in reality most supply chain members would like to have a long-term 
business relationship rather than only for a single period, so it should be more 
interesting to relax the newsvendor assumption and consider a more general 
case⎯supply chain competition and coordination with a pricing scheme in a 
multi-period context. The major purposes of our paper are to seek an equilibrium 
decision for each period in a multi-period problem, examine whether the decision is 
stationary over the periods and investigate whether a wholesale pricing scheme (a PDS 
scheme or a constant wholesale pricing scheme) can be found to achieve supply chain 
coordination for each period. Moreover, for each period we utilize a game-theoretic 
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solution concept (e.g., Nash arbitration scheme) to split the chainwide profit generated 
under supply chain coordination, and compute the side payment transferred between 
supply chain members to implement the allocation scheme. 

In this paper we consider a two-echelon supply chain where a supplier determines 
his production quantity and a retailer chooses her order size and retail price for each 
period in an infinite horizon. Using a linear PDS scheme for each period, we base the 
supplier’s wholesale price on the retail price. At the beginning of each period the 
retailer determines her order quantity for the current period and places an order with 
the supplier. If customer demand in the period is greater than the retailer’s order 
quantity, the demand is partially filled and the unsatisfied part is lost with a penalty 
cost charged to the retailer. Otherwise, for the case of overstock, the leftover is carried 
over to the later period and the retailer incurs a holding cost. The supplier chooses a 
production quantity and attempts to fill the retailer’s order placed at the beginning of 
each period. In order to immediately fill the order of the retailer, the supplier should 
make his decision earlier than the arrival of the retailer’s order. For simplicity, we 
assume that the supplier’s order can be fully satisfied by his upstream member, and 
that the lead-time for the supplier to deal with the retailer’s order is so short that no 
more than one order is outstanding at any point in time. 

The demand faced by the retailer is an identically-distributed random variable over 
the infinite horizon, and the demands for different periods are independent of one 
another. Assuming that the distribution of the demand in a period depends on the retail 
price in the period, we write the demand function for period t  ( ∞= ,,2,1 …t ) in a 
multiplicative form, i.e., 

,)(),( εε ttt pDpD =        (1) 
where )( tpD  is a non-negative constant demand term dependent on the retail price tp  
(chosen by the retailer for period t ). The term ε  denotes a non-negative r.v. which is 
stationary over the infinite time horizon with c.d.f. )(⋅F  and p.d.f. )(⋅f . We denote the 
mean value and variance of ε  by μ  and 2σ , i.e., με =)(E  and 2)( σε =Var . Using 
Bertrand’s model (1883), we write the deterministic demand )( tpD  as a linear, 
continuous, and strictly decreasing function of the retail price tp , i.e., 0/)( <tt dppdD  
and 0/)( 22 =tt dppDd . For some applications of Bertrand’s model, see Palaka, 
Erlebacher, and Kropp (1998) and Corbett and Karmarkar (2001). 

The multiplicative demand function (1) has been extensively used in the 
management science and operations management field. For example, Petruzzi and 
Dada (1999) specified the price-sensitive demand function in the multiplicative form in 
the newsboy context. Chen and Simchi-levi (2004) assumed the demand function is 

βαε += )(),( ttt pDpD , where ),( βαε =  is random perturbations identically 
distributed and independent across times. Equating β  to zero reduces the demand 
function in Chen and Simchi-levi (2004) to (1). 

In this paper we will develop an inventory-related stochastic game (a.k.a. Markov 
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game) to find the equilibrium decisions of supply chain members, and discuss if a PDS 
scheme can achieve supply chain coordination for each period in an infinite horizon. 
The theory of stochastic games⎯that was introduced by Shapley (1953)⎯describes the 
time-dependent multi-period game models. For a particular discussion on such games, 
see Fudenberg and Tirole (1992). As Cachon and Netessine (2004) reviewed, stochastic 
games have been used to investigate some supply chain-related problems. Cachon and 
Zipkin (1999) examined a two-echelon supply chain involving a wholesaler and a 
retailer who determine their inventory decisions. Assuming stationary stochastic 
demand and fixed transportation times, they considered two stochastic games and 
designed simple linear side-payment schemes to coordinate the supply chain. Netessine, 
Rudi, and Wang (2005) analyzed a stochastic multi-period game for a horizontal supply 
chain where two retailers compete for customers by determining their ordering 
quantities of a single product with an exogenously given price. Different from 
Netessine, Rudi, and Wang (2005) where the price is given, the retailer’s price in our 
model is a decision variable and the supplier’s wholesale price is determined by a PDS 
scheme. Moreover, our paper considers a vertical supply chain involving a supplier and 
a retailer, and also examines supply chain coordination. 

Our game analysis is conducted under complete information. To reflect dynamic 
features in our game model, we consider non-stationary costs. Specifically, the 
supplier’s unit purchase cost and both members’ unit holding and shortage penalty 
costs are non-stationary over the time horizon. (Note that the retailer’s unit purchase 
cost is equal to the supplier’s wholesale price that is computed by using a PDS scheme.) 
The expected profits of the supplier and the retailer are computed as the sum of the 
discounted expected profits incurred for all periods. We assume that the discount factor 
β  is stationary and the same for both members. Moreover, it is assumed that the unit 
holding cost of the retailer ( th , …,2,1=t ) is greater than or equal to that of the supplier 
( tH , …,2,1=t ), i.e., tt hH ≤ . The assumption does actually make sense due to the 
following fact: The unit holding cost is commonly computed as a fraction of the unit 
purchase cost, and the retailer’s unit purchase cost is the supplier’s wholesale price ( tw ,  

…,2,1=t ) which is no less than the supplier’s unit purchase cost ( tc , …,2,1=t ). Using 
this fact we make two other assumptions that tt wH ≤  and tt ch ≤ . 

The paper is organized as follows: In Section 2 we develop the discounted profit 
functions for the supplier and the retailer, and construct a stochastic game model. 
Section 3 analyzes the game model with a given wholesale pricing (PDS) scheme and 
obtains the equilibrium decisions for both members. Particularly, in this section we first 
perform the best-response analysis for each member (player), and then find whether or 
not a Nash equilibrium exists in each period and the equilibrium solution is unique. If a 
Nash equilibrium solution exists for any subgame (game for some periods), we use the 
concept of Markov perfect equilibrium (see, for example, Fudenberg and Tirole 1992) to 
characterize equilibrium behaviors of the supplier and the retailer. In Section 4 we 
investigate whether or not supply chain coordination can be achieved by a 
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well-designed PDS scheme or a constant wholesale pricing scheme. Under such a 
scheme, the supplier and the retailer choose their equilibrium decisions that maximize 
the supply chain-wide profit and make both members better off than in the 
non-cooperative situation. As Bernstein and Federgruen (2005) showed, the supplier’s 
wholesale price tw  for supply chain coordination could be equal to his unit purchase 
cost tc , which resulting in zero profit at the supplier echelon for period t . For this case, 
we find that the wholesale price does not depend on the retail price, which implies that 
the PDS scheme is reduced to a constant wholesale pricing scheme. In order to entice 
both members to cooperate, we use Nash arbitration scheme to allocate the system-wide 
profit between the retailer and the supplier, and compute a side payment transferred 
between them. Under supply chain coordination, both members are better off than in 
the non-cooperative situation. In Section 5 we summarize our model and major results, 
and provide some opportunities for the applications of stochastic games. 

 

2  Stochastic Game Model 
We now construct a stochastic game by developing the objective (discounted profit) 
functions for both supply chain members. In the model the supplier determines his 
production quantity tQ  and the retailer chooses her order quantity tq  and retail 
price tp , ∞= ,,2,1 …t . The supplier’s wholesale price tw  for period t  is computed by 
using the following linear price-discount sharing (PDS) scheme: 

,)( 00
ttttt ppww −−= α            (2) 

where 0
tw  and 0

tp  denote a base wholesale price and a base retail price in period t , 
respectively. (For an application of this linear PDS model, see Bernstein and Federgruen 
[2005].) We assume that 00

ttt pwc ≤≤ , in which tc  is the supplier’s unit purchase cost. 
The parameter tα  represents a non-stationary ratio of price changes of the two 
members, and is assumed to be greater than or equal to zero, i.e., 0≥tα . Note that 
when 0=tα , the PDS scheme for period t  is reduced to a constant wholesale pricing 
scheme where 0

tt ww = . The linear PDS model (2) is explained as follows: If the retail 
price tp  is greater (less) than 0

tp  by one dollar, then the wholesale price tw  is 
greater (less) than 0

tw  by tα  dollars. To assure that tt cw ≥ , the value of 0
tw  should 

be properly chosen. Section 3 assumes that 0
tw  is properly given so that tw  is no less 

than tc . In Section 4, we find the well-designed value of 0
tw  that satisfies the condition 

and coordinates the supply chain. 
We begin by developing the supplier’s discounted profit function. To get it we need 

to find the expected profit of the supplier for period t , ∞= ,,2,1 …t . As assumed in 
Section 1, the supplier has a short time to process the retailer’s order and the supplier’s 
order is fully satisfied by his upstream member. At the beginning of each period the 
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supplier receives the retailer’s order with quantity tq , and attempts to satisfy the order 
using his products available in stock. If the supplier’s inventory level is greater than or 
equal to the retailer’s order size tq , then the retailer’s order is fully satisfied, the 
leftover is carried over to period 1+t , and the supplier incurs a holding cost. Otherwise, 
the retailer’s order is partially filled and the unsatisfied part is lost with a shortage 
penalty cost absorbed by the supplier. Thus, the supplier’s expected profit function for 
period t  is formulated as follows: 

,])()(),(min[),;( ttttttttttttttt QcYqKqYHqYwEpqQ −−−−−=Π ++    (3) 
where tK  is the unit shortage costs; tY  is the supplier’s order-up-to level at the 
beginning of period t , and it is computed as ttt XQY +=  in which tX  denotes the 
leftover transferred from period 1−t . tX  is the state at the supplier echelon for period 
t , and it can be computed as 

⎩
⎨
⎧

≥−
=

= +
−− .2,)(

,1,

11

1

tqY
tX

X
tt

t           (4) 

We assume that, at the beginning of the first period, the starting inventory 1X  is given. 
Letting β  denote the discount factor per period, we find that the profit tΠ  in (3) 

for period t  is equivalent to the value t
t Π−1β  at the beginning of the first period. Thus, 

the discounted profit of the supplier can be written as follows: 

,])()(),(min[),;( 1

1 ⎭
⎬
⎫

⎩
⎨
⎧

−−−−−=Π ++−
∞

=
∑ ttttttttttt

t

t

QcYqKqYHqYwE βpqQ   (5) 

where ),,1,( +∞=≡ …tQtQ ; ),,1,( +∞=≡ …tqtq ; and  ),,1,( +∞=≡ …tptp . 
Next, we consider the discounted profit function of the retailer. Note that whether or 

not the retailer’s order placed at the beginning of period t  can be fully satisfied 
depends on the supplier’s inventory level tY . The retailer receives her order quantity 

tq  or tY , whichever is smaller. After receiving the products, the retailer’s inventory is 
increased to the order-up-to level ty , which can be computed by using the formula  

tttt xYqy += ),min( . Here tx  is the state of the retailer for period t , and represents the 
leftover transferred from period 1−t , which is found as 

⎩
⎨
⎧

≥−
=

= +
−− ,2,]ˆ[

,1,

11

1

tDy
tx

x
tt

t      (6) 

where 1
ˆ

−tD denotes the actual demand in period 1−t  and is known to the retailer at the 
beginning of period t ; and 1x  is the given starting inventory level for the first period. 

Using ty , the retailer attempts to satisfy the demand ),( εtt pD that is determined by 
(1). If ttt ypD ≥),( ε , ty units of demand are satisfied and ]),([ ttt ypD −ε units are lost 
with a penalty cost ]),([ tttt ypDk −ε  charged to the retailer, where tk is the unit 
shortage cost. Otherwise, if ttt ypD ≤),( ε , the leftover )],([ εttt pDy −  is carried over to 
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the next period (i.e., period 1+t ) and the retailer incurs a holding cost )],([ εtttt pDyh − , 
where th  is the unit holding cost. As a result, we develop the retailer’s expected profit 
function for period t  as 

.)},(min]),([

)],([)],(,[min{);,(

ttttttt

tttttttttttt

YqwypDk

pDyhpDypEQpq

−−−

−−=
+

+

ε

εεπ
  (7) 

Thereby, the retailer’s objective (discounted profit) function is 

.)},(min]),([

)],([)],(,[min{);,( 1

1

ttttttt

tttttttt
t

t

YqwypDk

pDyhpDypE

−−−

−−=

+

+−
∞

=
∑

ε

εεβπ Qpq
 

Since +−−= )],([)],(,min[ εε ttttttt pDyypDy  and +−−= ][],min[ ttttt YqqYq , we 
simplify the retailer’s objective function to 

.})(]),([

)],()[({);,( 1

1
++

+−
∞

=

−+−−

−+−−= ∑

ttttttt

ttttttttt
t

t

qYwypDk

pDyhpYwypE

ε

εβπ Qpq
  (8) 

We have constructed the two members’ objective functions (5) and (8). The supplier 
and the retailer make their decisions by solving the problems ),;(max pqQΠ

tQ  and 

tt pq ,max );,( Qpqπ , respectively. In the next section, we will analyze the two 
maximization problems to get the best response functions of the two members, which is 
then used to obtain the equilibrium solutions. 

 

3  Equilibrium Analysis 
We now conduct the best-response analysis for each supply chain member. Specifically, 
when the retailer’s decision is ),( tt pq , ∞= ,,2,1 …t , the supplier maximizes his 
objective function ),;( pqQΠ  to find the optimal response B

tQ  which is in terms of tq  
and tp . Similarly, the retailer can obtain her best responses B

tq  and B
tp  by 

maximizing );,( Qpqπ  given that the supplier’s decision is tQ . The analytical results 
will be used later to compute the equilibrium solutions. 

From (5) and (8), we find that the discounted profit of each supply chain member is 
the sum of expected profits that are converted to the first period by the factor β . Since 
our game model assumes a stationary demand distribution that is independent across 
the periods, we can break down the multi-period game into the multiple identical 
single-period games. As a result, solving (5) and (8) for the best response solutions is 
equivalent to solving single-period objective functions (3) and (7) for period t , 

∞= ,,2,1 …t . Note that, if we relax the assumption of stationary demand, we cannot 
break down the multi-period game and our game analysis would be too complicated to 
be intractable and present the analytical results. Cachon and Netessine (2004) gave a 
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discussion regarding the assumption of stationary demand and the technique of 
breading down a multi-period stochastic supply-chain game into multiple single-period 
games. For some similar applications, see Cachon and Zipkin (1999) and Netessine, 
Rudi, and Wang (2005). 

One could find that the stochastic game is quite similar to the single-period static 
game. We briefly provide our explanations as follows: (i) the stochastic game considers 
the important and realistic issue that the leftover for a period are carried over to the 
next period, which is different from a static game; (ii) investigating the stochastic game 
gives some results (e.g., our discussion on whether or not an equilibrium decision is 
stationary over the periods) that cannot be envisioned by the static game; (iii) we 
conduct the game analysis for the case in which the supply chain members have a 
long-term partnership rather than a single-period temporary business relationship. The 
long-term partnership no doubt plays an important role in supply chain coordination. 

3.1 Supplier’s Best-Response Analysis 

We analyze the objective function (3) to obtain the supplier’s best-response B
tQ  for 

period t  given the retailer’s decision ),( tt pq . For the period, the state of the supplier is 
the leftover tX  transferred from period 1−t , which is computed by (4). 
 
Theorem 1 For period t , ∞+= …,2,1t , the supplier’s best response is 

,)( +−= tt
B
t XqQ       (9) 

where 

.
.2,])[(
,1),( 

111

1

⎩
⎨
⎧

≥−+
=

= +
−−− tqXQ

tX
X

tt
B
t

t

given
 

Proof. The proof of this theorem and the proofs of all subsequent theorems in our main 
paper are given in Appendix A. ■ 

Using (9) we compute the supplier’s order-up-to level B
tY  as 

.),(max)( tttttt
B
t

B
t XqXXqXQY =+−=+= +    (10) 

 
Remark 1 Theorem 1 suggests that the supplier adopts the base stock inventory policy as 
his best-response strategy for each period. When the retailer’s order quantity tq  is 
given and known to the supplier, the supplier makes his production decision according 
to the comparison between tX  and tq . If tt qX ≥ , the supplier’s production quantity 
for period t  is zero. Otherwise, the supplier manufactures )( tt Xq −  units of products 
to shift his inventory level up to tq . Furthermore, we conclude that the best response 
adopted by the supplier is stationary over the infinite horizon.    

3.2 Retailer’s Best-Response Analysis 



10 

 

We analyze the retailer’s profit maximization problem (7) for period t  to find her best 
response ),( B

t
B
t pq  as the supplier chooses his production quantity tQ . Replacing the 

retailer’s order-up-to level ty  with ttt xYq +),min( , we re-write the maximization 
problem for period t  to 

,)},(min)]),(min(),([

)],(),(min[)],(,),(min[min{);,(max
,

ttttttttt

ttttttttttttttttpq

YqwxYqpDk

pDxYqhpDxYqpEQpq
tt

−+−−

−+−+=

+

+

ε

εεπ
(11) 

where tx  denotes the state for period t  and is computed by using (6). 
For the best-response analysis, we use the following three steps: (i) fix the retail price 

tp  and find the best-response order quantity B
tq ; (ii) fix tq  and find the best-response 

price B
tp ; (iii) find the retailer’s best-response ),( B

t
B
t pq . In the first step, we compare 

tq  and tY  and have 
1. If tt Yq ≤ , the expected profit function (11) is reduced to 

.})](),([

)],([)],(,[min{);,(1

ttttttt

tttttttttttttt

qwxqpDk

pDxqhpDxqpEQpq

−+−−

−+−+=
+

+

ε

εεπ
  (12) 

 
2. If tt Yq ≥ , the expected profit function (11) is written as  

,})](),([

)],([)],(,[min{);,(2

ttttttt

tttttttttttttt

YwxYpDk

pDxYhpDxYpEQpq

−+−−

−+−+=
+

+

ε

εεπ
  (13) 

which is independent of the decision variable tq . 
  
Lemma 1 For a given value of tp , the function );,(1 tttt Qpqπ  is strictly concave in order 
quantity tq . 
Proof. The proof of this lemma and the proofs of all subsequent lemmas in our main 
paper are given in Appendix B. ■ 

Solving (27) we can find the optimal order quantity for a given tp . 
 
Theorem 2 For a retail price tp , the retailer’s optimal order quantity ( tq̂ ) is 

⎩
⎨
⎧

≥+
≤

=
,)(,
,)(,)(ˆ

0

00

ttttt

ttttt
t YpqY

Ypqpq
q

θ
 

where tθ  is an arbitrary value in the range ),0[ +∞ , and 

 .)()( 10

+

−

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
−⎥

⎦

⎤
⎢
⎣

⎡
++
−+

= t
ttt

ttt
ttt x

khp
wkp

FpDpq  □   (14) 

 
Next we find the optimal retail price tp  for a given order quantity tq . 
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Lemma 2 For any given tq , the objective function );,( tttt Qpqπ  for period t  is strictly 
concave in the retail price tp .  □  

 
Using Theorem 2 and Lemma 2, we can find the best-response retail price B

tp  and 
order quantity B

tq  which maximize the objective (profit) function );,( tttt Qpqπ  in (11). 
 
Theorem 3 The retailer’s best response is obtained as follows: 

⎩
⎨
⎧

+≤+
+≥

=
,);ˆ,();~),~(( ,)ˆ,(
,);ˆ,();~),~(( ,)~),~((

),( 0

00

ttttttttttttt

tttttttttttttB
t

B
t QpYQppqpY

QpYQppqppq
pq

θππθ
θππ

if
if

  (15) 

where );),((maxarg~ 0
)(0 tttttYpqt Qppqp

ttt
π

≤
≡  and );,(maxargˆ

)(0 tttttYpqt QpYp
ttt

θπ +≡
≥

.  □  

3.3 Equilibrium Solution  

We use the best-response results given by Theorems 1 and 3 to find the Nash 
equilibrium for period t . 
 
Theorem 4 The Nash equilibrium for period t  is obtained as 

,)),(,))(((),,( 00
tttttt

N
t

N
t

N
t ppqXpqpqQ +−=    (16) 

where tp  is the optimal solution maximizing 

  .})])((),([

)],()()[()(){();),((max

0

000

+

+

+−−

−++−+−=

tttttt

ttttttttttttttttttp

xpqpDk

pDxpqhpxppqwpEQppq
t

ε

επ

□
 

 
The Nash equilibrium in Theorem 4 suggests that the supplier should adopt a base 

stock policy in each time period. We notice that, by using the base-stock strategy, the 
supplier’s production quantity is always equal to the retailer’s order quantity after a 
period. Particularly, if, in a period, the supplier’s stock is reduced to a level that is lower 
than the retailer’s order quantity, the supplier schedules his production and increases 
his inventory level to the size of the retailer’s order. As a result, at the end of the period, 
the supplier’s inventory level is decreased to zero after the retailer’s order is satisfied; 
and for any following periods, the state (starting inventory) for each period is zero and 
the supplier’s equilibrium production lot size equals the retailer’s order quantity. We 
plot Figure 1 to illustrate the equilibrium solutions in the infinite horizon. 
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Figure 1. The equilibrium production quantity of the supplier and order size of the 

retailer in the infinite horizon. 
 
Remark 2 According to Figure 1, the Nash equilibrium solutions over the time horizon 
are stationary after some specific period when the inventory level is reduced to zero. 
However, prior to the period, the equilibrium could be non-stationary. For example, we 
assume that the starting inventory level tX  for period t  is positive. If ttt Xpq ≤)(0 , 
Theorem 4 indicates that the Nash equilibrium for this period is 

),,( N
t

N
t

N
t pqQ )),(,0( 0

ttt ppq= , which implies that the supplier does not schedule his 
production for period t . In period 1+t , if 11

0
1 )( +++ > ttt Xpq , then the Nash equilibrium 

for the period is )),(,)((),,( 11
0

111
0

1111 +++++++++ −= tttttt
N
t

N
t

N
t ppqXpqpqQ , which is different from 

the schedule for period t . For this example, the equilibria for all periods after period 
1+t  are stationary.    
 
In the theory of stochastic games, we use the concept of Markov perfect equilibrium 

(MPE) to characterize the equilibrium behaviors of the supplier and the retailer for all 
periods. The MPE is defined as a profile of Markov strategies that yields a Nash 
equilibrium in every proper subgame; see Fudenberg and Tirole (1992, Ch. 13). 
Theorem 4 indicates that a unique Nash equilibrium for each time period always exists 
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if the PDS scheme is designed such that the wholesale price tw  is positive. 
 

Theorem 5 If the base wholesale price 0
tw  is properly designed to ensure positive wholesale 

price tw , then Markov perfect equilibrium (MPE) always exists in the two-echelon supply chain 
in an infinite horizon.  □  
 
Example 1 In the numerical example we compute the Nash equilibrium solutions for 10 
periods. For the demand function (1), we assume that 1002)( +−= tt ppD  and ε  is a 
normally-distributed random variable with mean value 5 and variance 1, i.e., 

)1,5(N∼ε . In order to assure the positive value of ε , we truncate the normal 
distribution function at zero and assume that the probability of negative values are 
added to that of zero. (For an application of the assumption, see Netessine, Rudi, and 
Wang [2005].) Moreover, for simplicity we set the values of PDS parameters in (2) to the 
following: 2.0=tα ,  10,,1…=t , and the discount factor 6.0=β . The values of the 

other parameters and actual demands for ten periods (i.e., tD̂ , 10,,1…=t ) are given in 
Table 1. 
 

1D̂  2D̂  3D̂  4D̂  5D̂  6D̂  7D̂  8D̂  9D̂  10D̂  
160 130 140 150 120 150 110 100 120 120 

 

1H  2H  3H  4H  5H  6H  7H  8H  9H  10H  
2 3 3 2.5 3.5 2 3.5 3 3.5 3 

 

1K  2K  3K  4K  5K  6K  7K  8K  9K  10K  
5 7 8 6.5 8 6 8.5 7.5 9 8.5 

 

1c  2c  3c  4c  5c  6c  7c  8c  9c  10c  
15 16 18 17 16 16 17 17 18 19 

 

0
1w  0

2w  0
3w  0

4w  0
5w  0

6w  0
7w  0

8w  0
9w  0

10w  
20 22 25 23 24 22 25 24 26 26 

 

1h  2h  3h  4h  5h  6h  7h  8h  9h  10h  
5 5.5 6.5 6 5.5 4.5 4 4.5 4 4 

 

1k  2k  3k  4k  5k  6k  7k  8k  9k  10k  
11 12 12 12 13 12 10 11 12 11 

 

0
1p  0

2p  0
3p  0

4p  0
5p  0

6p  0
7p  0

8p  0
9p  0

10p  
30 32 36 35 36 33 35 35 36 36 

 
Table 1: The parameter values in Example 1. 

 
Next, we specify our computation for period 1, and directly present our results for the 
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other periods in a table. At the beginning of period 1, the available stocks for the 
supplier and the retailer are assumed to be 200 units and 180 units, respectively. 
According to Theorem 4 we maximize );),(( 111

0
11 Qppqπ  and find Nash-equilibrium 

price 1.33$1 =Np . Using the linear PDS scheme (2) we have the wholesale price 
)( 1

0
1

0
11

N
t ppww −−= α 62.20$= , and then compute the retailer’s order quantity 

0)( 1
0
1 =Npq  units, which means that the retailer does not order new products and her 

inventory level is 180 units, i.e., 180)( 11
0
11 =+= xpqy N . Since )( 1

0
1

Npq  is zero, the 
supplier has no sale revenue. However, the supplier incurs a holding cost, and his profit 
for period 1 is 400$20021 −=×−=Π . The expected profit of the retailer for period 1 is 
computed as 5112$ , and the actual profit for the retailer, denoted by 1π̂ , is computed 
as 

.5196$062.200112051601.33
)()])((ˆ[

]ˆ)([]ˆ,)([minˆ
0

111
0
111

111
0
11111

0
111

=×−×−×−×=
−+−−

−+−+=
+

+

N
tt

N

NNN

pqwxpqDk

DxpqhDxpqpπ

 

The unsold products totaling 20 [obtained by computing ( 11 D̂y − )] units are carried to 
period 2. At the beginning of the second period, the available inventory levels at the 
supplier and the retailer are 200 and 20, i.e., 2002 =X  and 202 =x . We find the 
optimal decisions for the other nine periods and provide the results in Table 2. 
 

Period 1 2 3 4 5 6 7 8 9 10 

Supplier 

tX  200 200 92 0 0 0 0 0 0 0 
N
tQ  0 0 21 126 121 132 114 117 84 108 

tY  200 200 113 126 121 132 114 117 84 108 

tw  20.62 23.02 25.46 23.44 24.34 22.72 25.64 24.52 26.64 25.56 

tΠ  -400 2199 2501 811 1010 888 985 881 726 818 
 

Retailer 

tx  180 20 0 0 0 1 0 4 21 0 
N
tp  33.1 37.1 38.3 37.2 37.7 36.6 38.2 37.6 39.2 38.8 
N
tq  0 108 113 126 121 132 114 117 84 108 

ty  180 128 113 126 121 133 114 121 105 108 

tπ  5112 1716 979 1199 1093 1315 998 1198 1445 897 

tπ̂  5196 2227 1135 1442 1571 1669 1264 794 1698 1193 
 

Table 2: The Results (i.e., optimal decisions and corresponding profits) obtained 
for the first ten periods. 

 
Using the profits above, we compute ten-period discounted profits for the supplier 
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and the retailer as follows: the supplier’s discounted profit is 

;94.2285$),;(),;( )1(
10

1

=Π=Π −

=
∑ tttt

t

t

pqQβpqQ  

and the retailer’s expected and actual discounted profits are respectively 

.4.7707$);,(ˆ);,(ˆ

,34.7110$);,();,(

)1(
10

1

)1(
10

1

==

==

−

=

−

=

∑

∑

ttt
t
R

t

t

tttt
t

t

Qpq

Qpq

πβπ

πβπ

Qpq

Qpq
 

 
Now, using the results in Table 2, we discuss the equilibrium decisions and expected 

profits of the two supply chain members for ten periods. From Figure 2, we find that,  
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Figure 2. The supplier’s equilibrium production quantity ( N

tQ ) and the retailer’s equilibrium 

price ( N
tp ) and order size ( N

tq ) over the first ten periods in an infinite horizon. 
 
except for periods 1 to 3, the retailer’s equilibrium prices ( N

tp , 10,,3 …=t ) and order 
quantities ( N

tq , 10,,3…=t ) are negatively correlated since they change in a reverse 
direction across the periods. For each period the retailer’s ordering decision is based on 
her demand forecast. Note that demand is decreasing in the retailer’s price tp  since 

0/)( <tt dppdD . If the retailer increases her price, the demand decreases and the retailer 
correspondingly reduces her order quantity. Otherwise, if the retailer decreases the 
price, her order quantity should be increased. For the first period, the retailer has a 
sufficient starting inventory to satisfy the end demand, so that the retailer needn’t place 
an order with the supplier and a few units of products are carried to period 2. To meet 
the customer demand and reduce the inventory cost for the second period, the retailer 
increases the price and orders some units from the supplier. For period 3, the retailer 
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continues increasing her price but orders less products. 
The supplier’s production quantity is equal to the retailer’s order size after period 4. 

For period t , 4≥t , the supplier’s starting inventory is zero; and, according to Theorem 
4, the supplier adopts the base stock policy so that the inventory level (after production) 
equals the retailer’s order quantity. 

We plot Figure 3 to show the changes of profits at each supply chain member over 
ten periods in an infinite horizon. We find that the retailer’s expected and actual profits  
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Figure 3. The supplier’s profits ( tΠ , 10,,1…=t ) and the retailer’s expected and actual 
profits ( tπ  and tπ̂ , 10,,1…=t ) over the first ten periods in an infinite horizon. 

 
are not significantly different for each period. Moreover, we find that the supplier’s 
profit ( tΠ ) and the retailer’s profits ( tπ̂  and tπ ) change in a reverse direction. 
Particularly, the supplier’s profit increases (decreases) when the retailer’s profit 
decreases (increases), and vice versa. During period 1, the retailer has sufficient 
inventory to satisfy the demand and does not need to order the new products from the 
supplier, thus resulting in zero revenue at the supplier echelon. In period 2, the supplier 
sells most of products in stock to the retailer and carries a few units to period 3 so that 
the supplier incurs a higher profit, whereas the retailer has to pay for the shortage cost 
and her profit decreases. After period 2 the supplier chooses production quantity to 
make his inventory level equal to the retailer’s order quantity. In addition, the 
supplier’s wholesale price is determined based on the retailer’s price, as indicated in (2). 
As a result, the supplier’s profit depends on not only the retailer’s purchase quantity 
but also her price. If the retailer reduces purchase quantity and sale price, then the 
supplier’s sale quantity and wholesale price are both decreasing and the supplier’s 
profit is reduced. However, the retailer’s profit would increase as her purchase cost is 
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reduced. 
 

4  Supply Chain Coordination 
In this section we examine whether or not a wholesale pricing scheme (a PDS scheme or 
a constant wholesale pricing scheme) can be found to achieve supply chain 
coordination for each period. Under a wholesale pricing scheme, the equilibrium 
solutions chosen by both supplier and retailer are identical to the globally optimal 
solutions maximizing the supply chain-wide discounted profit. In addition, the two 
members are better off than in the non-cooperative situation. Thus, in order to find a 
proper wholesale pricing scheme, we need to find the globally optimal solutions and 
compare the solutions with the Nash equilibrium solutions obtained in Section 3. By 
equating the two solutions, we can derive the conditions under which the parameters 

tα , 0p , and 0w  make the supply chain coordinated. To entice both members to 
cooperate for supply chain coordination, we use the game-theoretic solution 
concept⎯Nash arbitration scheme⎯to divide the chainwide profit generated by 
cooperation between the two supply chain members, and compute the side-payment 
transfer. 

4.1 Maximization of Supply Chain-Wide Discounted Profit  

Now we find the globally optimal solution that maximizes the system-wide discounted 
profit. We compute the system-wide discounted profit function for period t , denoted 
by ),,( tttt pqQG , as the sum of the discounted profits of the supplier and the retailer, 
i.e., );,(),;(),,( tttttttttttt QpqpqQpqQG π+Π= . Since ttt XQY += , we can simplify the 
objective function for the following two cases: 

1. If tttt XQYq +=≤ , then the discounted profit function is 

.})](),([)],()[(

))(()({
);,(),;()|,,(

++ +−−−++−

++++−+=
+Π=≤

ttttttttttt

ttttttttttt

tttttttttttttt

xqpDkpDxqhp

xpXcXQHcHpqE
QpqpqQXqpqQG

εε

π
  (17) 

2. If tttt XQYq +=≥ , then the discounted profit function is 

.})](),([)],()[(

)]([))({(
);,(),;()|,,(

++ +−−−++−

+−−++−=
+Π=≥

ttttttttttt

tttttttttt

tttttttttttttt

xYpDkpDxYhp

XQqKxpXQcpE
QpqpqQXqpqQG

εε

π
  (18) 

 
Theorem 6 Given the retailer’s decisions ( tt pq , ), the supplier’s globally optimal production 
quantity is obtained as +∗ −= )(),( ttttt XqpqQ , +∞= ,,2,1 …t . □ 

 
Theorem 6 indicates that, in order to maximize the supply chain-wide profit, the 
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supplier chooses the production quantity by comparing tX  and tq  for each period. 
Next, we find the globally optimal solutions ( ∗∗

tt pq , ) that maximize ),,)(( ttttt pqXqG +− . 
 

Theorem 7 For a given retail price tp , the retailer’s globally optimal order quantity is 

⎪
⎩

⎪
⎨

⎧
≥
≤

=∗

,,
, ,
, ,

)(
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if
if

t

ttt

ttt
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X

pq ηη
ζζ

     (19) 

where 
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In (19) tζ  and tη  can be explained as the retailer’s desired order quantities under 

different conditions for period t . As Theorem 7 suggests, at the beginning of each 
period, the retailer compares the supplier’s starting inventory level with her desired 
order quantities to determine whether or not to place an order with the supplier. 
Particularly, if the supplier’s stock available at the beginning of a period is less than the 
two desired order quantities, then the retailer should place an order for the smaller 
desired quantity tη . (Note that tt ηζ ≥  according to (24).) If the starting inventory at 
the supplier is greater than the two desired order quantities, then the retailer should 
order tζ  (the larger desired) units of products. Otherwise, the retailer’s order quantity 
equals the supplier’s starting inventory. 

 
Remark 3 Our above analysis implies that the optimal order quantity chosen by the 
retailer must be close to the supplier’s starting inventory level for each period in an 
infinite horizon. This follows the fact that, in order to maximize the system-wide profit, 
the two supply chain members should jointly determine their inventory decisions in the 
supply chain. According to Theorem 6, the supplier adopts the base stock policy. In 
particular, if, at the beginning of a period, the retailer’s order quantity is greater than 
the starting inventory of the supplier, the supplier produces new products and makes 
his order-up-to level equal to the retailer’s order quantity. Otherwise, the supplier does 
not schedule his production and uses the stock (carried from the last period) to satisfy 
the retailer’s order. Therefore, we base the retailer’s ordering decision on the supplier’s 
starting inventory and make the retailer’s order quantity as close to the supplier’s 
starting inventory as possible. Otherwise, both members could experience the losses in 
their profits. For example, if the supplier’s starting inventory is greater than the two 
desired order quantities and the retailer chooses the smaller one rather than the larger 
desired one, then the supplier incurs a greater holding cost and the retailer’s shortage 
cost is increased. As another example, we assume that, when the supplier’s starting 
inventory is less than the retailer’s two desired order quantities, the retailer chooses the 
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larger one rather than the smaller one. This leads to a higher purchasing and holding 
costs for the retailer. Thus, the optimal solution maximizing the system-wide profit is 
given as shown in Theorem 7.    
 

We now analyze the profit function tG  to find the retail price tp  for any given 
order quantities ( tt qQ , ). 
 
Theorem 8 For period t  the system-wide profit function is strictly concave in the retail 
price tp . □ 

 
From Theorems 7 and 8, we develop the following procedure for finding the 

globally optimal solution. 
Step 1. We solve the maximization problem ),,0(max tttp pG

t
ζ , subject to tt X≤ζ . If 

the optimal solution exists, we denote it by ′
tp  and compute the corresponding 

objective value as )),(,0( ′′
tttt ppG ζ . 

Step 2. We solve the maximization problem ),,(max tttttp pXG
t

ηη −  subject to 

ttX η≤ . If the optimal solution exists, we denote it by ′′
tp  and compute the 

corresponding objective value as )),(,)(( ′′′′′′ − ttttttt ppXpG ηη . 
Step 3. We solve the maximization problem ),,0(max tttp pXG

t
 subject to 

ttt X ζη ≤≤ . If the optimal solution exists, we denote it by ′′′
tp  and compute the 

corresponding objective value as ),,0( ′′′
ttt pXG . 

Step 4. Letting tπ  denote the maximum of the objective values computed in the 
above steps, we obtain the globally optimal solution ),,( ∗∗∗

ttt pqQ  ( +∞= ,,2,1 …t ) 
as follows: 

⎪
⎩

⎪
⎨

⎧

=
=−−

=
=

′′′′′′′′′

′′′′′′′′′′′′′′

′′′′′
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.),,0( and exists  if),,0(
,)),(,)(( and exists  if,)),(,)((

,)),(,0( and exists  if,)),(,0(

),,(

t
tttttt

t
tttttttttttttt

t
tttttttt

ttt

pXGppX
ppXpGpppXp

ppGppp

pqQ

π
πηηηη

πζζ

 

(20) 

 

4.2 Design of a Wholesale Pricing Scheme for Supply Chain 
Coordination 

In order to properly design a wholesale pricing scheme to coordinate the two-echelon 
supply chain, we find the appropriate values of the PDS parameters ( 0

tw , 0
tp , and tα ) 

that make the Nash equilibrium solutions (16) identical to the optimal solutions (20) 
maximizing the discounted system-wide profit. 
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Theorem 9 If the globally optimal solution for period t  is )),(,)(( ′′′′′′ − tttttt ppXp ηη  and ′′

tp  
is also the optimal solution for the unconstrained maximization problem 

)),(,)((max tttttttp ppXpG
t

ηη − , then the supply chain can be coordinated in period t   with a 
wholesale pricing scheme where 0=tα  and tt cw =0 .  □ 
 
Remark 4 From Theorem 9 we obtain two important conclusions below. 

1. A condition for supply chain coordination is 0=tα , which implies that, when the 
supply chain is coordinated, the supplier’s wholesale price tw  (paid by the 
retailer to the supplier) is not associated with the retailer’s price. This means that, 
when the PDS scheme is reduced to a constant wholesale pricing scheme, the 
supply chain could be coordinated. Since the supplier adopts the base stock 
inventory policy where the inventory level after production equals the retailer’s 
order quantity, the inventory risk in the supply chain is absorbed by the retailer. 
Moreover, the retailer’s price affects the demand. Hence, the retailer’s purchasing 
and pricing decisions play the important roles in improving supply chain 
performance. 

2. Under a properly-designed wholesale pricing scheme, tw  is equal to the supplier’s 
unit purchasing cost tc , so resulting in zero profit for the supplier. Although the 
supplier is worse off, the system-wide performance is still improved.    

 
According to our discussion in Remark 4, we find that the supplier is worse off while 

the supply chain is coordinated by a proper wholesale pricing scheme (which is a 
special form of the PDS scheme). If no other scheme is involved to allocate the 
chainwide profit between the supplier and the retailer, the supplier would lose an 
incentive to cooperate with the retailer to achieve the supply chain coordination. In 
order to entice both supply chain members, we should consider the problem of “fairly” 
allocating the system-wide profit generated by supply chain coordination. Here, under 
a “fair” allocation scheme, two supply chain members are better off than in the 
non-cooperative situation. Moreover, Theorem 9 indicates that this supply chain 
couldn’t be coordinated by using a wholesale pricing scheme. For this case, we should 
also find an allocation scheme that “fairly” divides the chainwide profit between two 
members so that both of them have incentives to cooperate for supply chain 
improvement. 

4.3 Allocation of System-Wide Profit under Supply Chain Coordination 

We apply Nash arbitration scheme⎯a solution concept in the theory of cooperative 
games⎯to derive the formula of allocating the system-wide profit ),,( ∗∗∗

tttt pqQG , which 
is incurred by both members under supply chain coordination for period t . Nash 
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arbitration scheme (a.k.a. Nash bargaining scheme) was developed by Nash (1950). For 
a two-player game with the status quo ( 00 ,φϕ ), the scheme suggests a unique solution 
( φϕ, ) by solving the following constrained nonlinear problem max ))(( 00 φφϕϕ −− , ..ts  

0ϕϕ ≥  and 0φφ ≥ . Let ϕ  and φ  denote the allocations to the supplier and the retailer, 
respectively. The solution ( φϕ, ) is an undominated Pareto optimal solution, so that any 
other solutions cannot make both players better. In our game, for period t  we 
determine tϕ  and tφ  such that ),,( ∗∗∗=+ tttttt pqQGφϕ . Thus, any point satisfying the 
equality is an undominated Pareto optimal. The status quo point corresponds to the 
minimum profits that two players could achieve if they do not cooperate, thereby 
representing the “security” levels guaranteed to the two players. For our game, the 
status quo is ( );,(),,;( N

t
N
t

N
tt

N
t

N
t

N
tt QpqpqQ πΠ ). 

 
Theorem 10 When we use Nash arbitration scheme to allocate the system-wide profit 

),,( ∗∗∗
tttt pqQG  for period t , the supplier and the retailer respectively obtain 
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□

 

 
After finding the allocation approach suggested by Nash arbitration scheme, we 

consider how to implement the allocation scheme. In particular, when the supplier and 
the retailer cooperate for supply chain coordination, the system-wide profit is 

);,(),;(),,( ∗∗∗∗∗∗∗∗∗ +Π= tttttttttttt QpqpqQpqQG π  where the supplier and the retailer have 
their “local” profits ),;( ∗∗∗Π tttt pqQ  and );,( ∗∗∗

tttt Qpqπ , respectively. In order to let the 
two supply chain members obtain tϕ  and tφ , we need to compute the side payment 
transferred from one member to the other member. For example, as Theorem 9 indicates, 
the profit incurred by the supplier is zero under supply chain coordination with a 
wholesale pricing (reduced PDS) scheme. For this case, we compute the side-payment 
transfer from the retailer to the supplier so that the allocation to the supplier is tϕ . 
Otherwise, the supplier would have no incentive to stay with the retailer for supply 
chain coordination. 
 
Theorem 11 For period t , the side payment transferred between the supplier and the retailer is 

2/)],min(),[max( RSRS − , where ),;(),;( N
t

N
t

N
tttttt pqQpqQS Π−Π≡ ∗∗∗  and 

);,( ∗∗∗≡ tttt QpqR π );,( N
t

N
t

N
tt Qpqπ− . □  

 
As shown by Theorem 9, the supplier’s local profit ),;( ∗∗∗Π tttt pqQ  would be zero 

when the supply chain is coordinated by a constant wholesale pricing scheme where 
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the wholesale price is equal to the supplier’s purchase cost, i.e., tt cw = . For this case, 
the retailer transfers the side payment 2/)( SR −  to the supplier. 

To illustrate supply chain coordination with the constant wholesale pricing scheme 
(i.e., tt cw = ) and the allocation approach in terms of Nash arbitration scheme, we 
consider the following example with the parameter values given in Example 1. 
 
Example 2 Using the parameter values in Example 1, we numerically investigate 
whether or not a constant wholesale pricing scheme can coordinate the supply chain, 
and compute the allocations of the system-wide profit to the two supply chain members. 
Similar to Example 1, we present a particular computation for period 1 and directly give 
the results for the other periods. For the first period we begin by obtaining the globally 
optimal solutions ),,( 11

∗∗∗ pqQt . We find that ''
1p  does not exist, and we get two possible 

optimal solutions as: )5.24,149,0()),(,0( 111 =′′ ppζ  and )93.15,200,0(),,0( 11 =′′′pX . The 
corresponding system-wide profits are 5708$)),(,0( =′′

tttt ppG ζ  and 
),,0( ′′′

ttt pXG =$4851. Thus, the optimal solution is 
)5.24,149,0()),(,0(),,( 11111 == ′′∗∗∗ pppqQt ζ  and the resulting system-wide profit is $5708, 

which is greater than the sum of two members’ profits given in Table 2. However, for 
the period, we cannot achieve supply chain coordination with a constant wholesale 
pricing scheme, as indicated in Theorem 9. The supplier’s wholesale price is attained as 

9.18$)( 1
0
1

0
11 =−−= ∗ppww tα . The supplier’s expected profit is computed as 2118$=Π t  

and the retailer’s expected profit is 3590$=tπ . We notice that the supplier is better off 
than in the non-cooperative situation but the retailer is worse off. In order to entice the 
retailer to cooperate with the supplier in the first period, we use Theorem 11 to compute 
the side payment 2/)( RS −  transferred from the supplier to the retailer. Since 

2518$=S  and 1522−=R , the side payment is computed as $2020. According to the 
side-payment scheme (SPS), the supplier transfers $2020 to the retailer, and the supplier 
and the retailer have the profits as $98($2118 – $2020) and $5610($3590 + $2020), 
respectively. With the allocation both supply chain members are better off. 

Next, we find the globally optimal solutions and compute the corresponding 
system-wide profit for periods 2 through 10. If in a period the retailer’s optimal price is 

′′
tp , the supply chain can be coordinated with the constant wholesale pricing scheme 

where tt cw = . Moreover, for each period, we find the side payment scheme so that 
both members have incentives to cooperate for supply chain coordination. Our result is 
given in Table 3. 
 

Period 1 2 3 4 5 6 7 8 9 10 

Supplier tX  200 51 0 0 0 0 0 0 0 0 
∗
tQ  0 0 0 125 156 123 142 110 94 113 
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tY  200 51 0 125 156 123 142 110 94 113 

tw  18.9 22.3 18 17 16 16 17 17 18 19 
 

Retailer 

tx  180 169 169 29 4 40 13 45 55 29 
∗
tp  24.5 33.5 33.9 35.1 34.7 34.5 35 35.1 35.6 36.1 
∗
tq  149 51 0 125 156 123 142 110 94 113 

ty  329 220 169 154 160 163 155 155 149 142 
 

Pricing Scheme? No No Yes Yes Yes Yes Yes Yes Yes Yes 
SPS? Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 

Before 
SPS 

tΠ  2118 1137 0 0 0 0 0 0 0 0 

tπ  3590 4061 4922 2567 2294 2896 2344 2871 2942 2366 
After 
SPS 

tΠ  98 2841 3222 1090 1106 1235 1166 1277 1112 1144 

tπ  5610 2357 1700 1477 1188 1661 1178 1594 1830 1222 
 

Table 3: The globally optimal solutions and side-payment schemes (SPS) for supply 
chain coordination over the first ten periods. 

From Table 3 we find that, from period 1 to period 2, the supply chain cannot be 
coordinated by a wholesale pricing scheme. For the two periods, we use the 
side-payment schemes given by Theorem 11 to fairly allocate the chainwide profit so 
that both members have incentives to cooperate for supply chain coordination. The 
supplier’s inventory level is reduced to zero at the beginning of period 3 and afterward 
the supply chain can be coordinated with the constant wholesale pricing schemes 
( tt cw = , +∞= ,,4,3 …t ), which leads to zero profits for the supplier. In order to entice 
the supplier to cooperate with the retailer for supply chain coordination, we use the 
side-payment schemes to allocate the system-wide profits between the two supply 
chain members. It is noticed that both supply chain members are better off after profit 
allocation with side-payment schemes. In addition, we compute the discounted profits 
for ten periods as follows: (i) before the wholesale pricing and side-payment schemes 
the supplier and the retailer have discounted profits $2800 and $9138, respectively; (ii) 
after the side-payment schemes they have the discounted profits $3108 and $8831. Thus, 
under supply chain coordination, both supply chain members are better off than in the 
non-cooperative case. (Note that, as Example 1 indicates, for the non-cooperative case, 
the supplier’s and the retailer’s expected discounted profits are $2285.94 and $7110.34, 
respectively.)    

 
Next we examine the variations in the wholesale prices ( tw ) and sale prices ( tp ) after 

coordinating the supply chain. From Figure 4 (a), we find that the prices (i.e., )( ∗
tt pw  

and ∗
tp ) chosen by the supplier and the retailer under the constant wholesale pricing  
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Figure 4. The supplier’s and the retailer’s prices and production/order quantities 
before and after supply chain coordination. 

 
and side-payment schemes are lower than those (i.e., )( N

tt pw  and N
tp ) in Example 1. 

In this example, the two supply chain members make their pricing and purchasing 
decisions to maximize the system-wide profit. Since the demand is a decreasing 
function of the retail price, they could choose a lower sale price to attract more demand 
and thus increase the overall profit. As Figure 4 (b) indicates, under supply chain 
coordination, the retailer’s purchase quantities ∗

tq  for periods 1 through 3 are 
significantly different from those ( N

tq , 3,2,1=t ) in the non-cooperative situation. For 
example, without supply chain coordination, the retailer does not place an order with 
the supplier for the first period since he has sufficient stock (i.e., 180 units). This results 
in a negative profit for the supplier and a lower overall profit. In order to increase the 
system-wide profit, the retailer’s ordering decision for the first period is raised to 1

tq , as 
shown in Figure 4 (b). The supplier’s production quantities are based on the retailer’s 
ordering decisions, since the supplier adopts the base stock policy. 
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Figure 5. The expected profits of the supplier and the retailer under supply chain coordination. 
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From Figure 5, we can find that, when the supply chain is coordinated with the 

constant wholesale pricing and SPS schemes, both supply chain members are better off. 
Moreover, when the two members cooperate for supply chain coordination, the 
supplier incurs a lower profit locally and the retailer accomplishes a higher profit except 
for period 1. In order to entice the supplier to join the coalition we use constant 
side-payment schemes to transfer some amounts from the retailer to the supplier so that 
they are both better off. 
 

5  Summary and Concluding Remarks 
In this paper, we consider two-echelon supply chains with wholesale pricing schemes in 
an infinite horizon. Assuming that the supplier’s wholesale price is determined by a 
linear PDS function, we develop a stochastic game where the supplier chooses his 
production quantity and the retailer determines her order size and retail price. We first 
solve the stochastic game to find the best response functions for both members. 
According to the best response analysis, the supplier uses a base stock policy, whereas 
the retailer chooses her optimal solutions based on some specific conditions. By using 
the best response analysis, we show that for each period a unique equilibrium⎯which 
could be non-stationary over the periods⎯always exists for the supply chain. 

We next compute the optimal solution that maximizes the supply chain-wide profit 
for each period. In order to examine whether or not the supply chain can be coordinated, 
we analyze the globally optimal solution and Nash equilibrium for each time period, 
and find the conditions under which supply chain coordination is achieved. We show 
that, if the supply chain is coordinated, the supplier’s wholesale price tw  must equal 
the unit purchasing cost tc  so that the PDS scheme is reduced to a constant wholesale 
pricing scheme. However, the supplier is worse off under the constant PDS scheme 
since the supplier’s profit is reduced to zero due to tt cw = . In order to entice the 
supplier to cooperate with the retailer for supply chain coordination, we use the Nash 
arbitration scheme to allocate the system-wide profit between the two supply chain 
members, and compute the side-payment scheme to implement the allocation approach 
suggested by Nash arbitration scheme. 

Our paper assumes the stationary demand across the periods in the infinite horizon. 
It would be more interesting to investigate the supply chain in future by relaxing the 
assumption. Moreover, we could relax the assumption to examine the game models in 
Cachon and Zipkin (1999) and Netessine, Rudi, and Wang (2005). 
 

Appendix A  Proofs of Theorems  
Proof of Theorem 1. In order to simplify our analysis, we compare tY  and tq  to 
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re-write the supplier’s objective function (3). Recalling that ttt XQY += , we have 

⎩
⎨
⎧

≤+Π
≥+Π

=Π
, if,
, if,

),;(
2

1

tttt

tttt
tttt qXQ

qXQ
pqQ     (21) 

where ttttttttt QcXQHqHw −+−+≡Π )()(1  and ttttttttt QcqKXQKw −−++≡Π ))((2 . 
Note that 21 tt Π=Π  when ttt qXQ =+ . To find the supplier’s best response, we 
consider the following two cases: 

1. tt Xq ≥ . We find from (21) that the supplier’s profit function is 2tΠ  when 
0=tQ . As 2tΠ  is an increasing function of tQ  due to tt cw ≥ , we increase the 

value of tQ  to raise the supplier’s profit 2tΠ . Noticing that 21 tt Π=Π  when 

ttt XqQ −= , we find that, if tQ  is greater than tt Xq − , the profit 1tΠ  is 
reduced since 1tΠ  is a decreasing function of tQ . Hence, for this case, the 
optimal solution maximizing ),;( tttt pqQΠ  is obtained as ttt XqQ −= . 

2. tt Xq ≤ . In this case, the objective function is the decreasing function 1tΠ , so the 
optimal production quantity is zero, i.e., 0=tQ . 

In conclusion, we reach the best response function (9). ■ 
 
Proof of Theorem 2. According to Lemma 1, we can find the optimal solution )(0

tt pq  
by equating (27) to zero and solving the resulting equation. If ttt Ypq ≤)(0 , then the 
retailer’s objective function is (12) and the optimal order quantity is )(0

tt pq . Otherwise, 
her objective function is (13) which is independent of tq . That is, when the supplier’s 
order quantity tQ  and the retail price tp  are not changed, the retailer’s profit for 
period t  is a constant. Hence, when ttt Ypq ≥)(0 , the retailer’s optimal order quantity is 
an arbitrary number greater than or equal to tY . ■ 
 
Proof of Theorem 3. According to Theorem 2, we find an optimal order quantity, 
considering some specific conditions. In order to get the best response for the retailer, 
we should compute the optimal retail price for each possible order quantity and 
compare the resulting objective values (profits). If the condition ttt Ypq ≤)(0  is satisfied, 
Theorem 2 suggests that )(0

ttt pqq = . For this case we can find the optimal price by 
maximizing the objective function );),(( 0

ttttt Qppqπ  subject to ttt Ypq ≤)(0 . The solution 
is denoted by tp~ . Lemma 2 shows that tp~  exists. The corresponding profit is 

);~),~(( 0
ttttt Qppqπ . 

If ttt Ypq ≥)(0 , Theorem 2 indicates that the optimal order quantity is ttY θ+  where 
),0[ +∞∈tθ . We maximize );,( ttttt QpY θπ +  subject to ttt Ypq ≥)(0 , and denote the 

solution by tp̂ . Substituting tp̂  into (13) gives the profit );ˆ,( ttttt QpY θπ + . 
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Comparing );~),~(( 0
tttt

t
R Qppqπ  and );ˆ,( tttt

t
R QpY θπ + , we obtain the best-response 

solution ),( B
t

B
t pq  for the retailer as (15). ■ 

 
Proof of Theorem 4. Theorem 3 indicates that the retailer’s best response is )~),~(( 0

ttt ppq  
or )ˆ,( ttt pY θ+ , where ttt Ypq ≤)~(0 . From (9) and (10) we find the supplier’s 
best-response quantity +−= )( tt

B
t XqQ  and order-up-to inventory level 

),max( tt
B

t XqY = . We analyze the following two cases: 
Case 1. If the retailer’s order quantity B

tq  is )~(0
tt pq  which is less than or equal to 

tY , then )~(0
ttt

B
t pqXY ≥= and 0)( =−= +

t
B
t

B
t XqQ . In order to find tp~ , we 

replace tq  in (12) with )(0
tt pq  and maximize the resulting function 

);),(( 0
ttttt Qppqπ  subject to tttt XYpq =≤)(0 . 

Case 2. If the retailer’s order quantity B
tq  is ttY θ+ , we find from (10) that 0=tθ  

and t
B

t
B
t XYq ≥= , so that t

B
tt

B
t

B
t XYXqQ −=−= +)( . In order to find tp̂ , we 

maximize the function (13) subject to ttt Ypq ≥)(0 . We notice that the function 
(13) is identical to (12) when the supplier manufactures ( t

B
t XY − ) units of 

products to increase his order-up-to level tY  to the retailer’s order quantity tq . 
Hence, if the retailer’s order quantity tq  is greater than or equal to tX , the 
supplier’s order-up-to level tY  equals tq , as indicated by (10). For this case, 
the retailer chooses her optimal order quantity tq  and price tp  by 
maximizing (12) subject to tt Xq ≥ . Since )(0

tt pq  is the optimal solution of 
maximizing (12) without any constraint, we can find tp̂  by replacing tq  with 

)(0
tt pq  and maximizing );),(( 0

ttttt Qppqπ  subject to ttt Xpq ≥)(0 . 
Note that the retailer has the identical objective function );),(( 0

ttttt Qppqπ  for both 
cases, but has different constraints ( ttt Xpq ≤)(0  and ttt Xpq ≥)(0  for the cases 1 and 2, 
respectively). We can find an optimal price for the retailer by simply maximizing the 
unconstrained function );),(( 0

ttttt Qppqπ  below. 

.})])((),([

)],()()[()(){(

)}()])((),([

)],()([)],(,)([min{);),((

0

00

00

000

+

+

+

+

+−−

−++−+−=

−+−−

−+−+=

tttttt

ttttttttttttt

ttttttttt

ttttttttttttttttt

xpqpDk

pDxpqhpxppqwpE

pqwxpqpDk

pDxpqhpDxpqpEQppq

ε

ε

ε

εεπ

 

Let tp  denote the optimal price. If the retailer’s order quantity )(0
tt pq is less than or 

equal to the supplier’s starting inventory level tX  at the beginning of period t , i.e., 

ttt Xpq ≤)(0 , then the retailer’s order is fully satisfied and the supplier does not schedule 
his production for the period. Otherwise, if the supplier’s beginning inventory tX  is 
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less than the retailer’s order )(0
tt pq , then the supplier should produce new products to 

increase his inventory level to )(0
tt pq . Thus, the supplier’s equilibrium solution N

tQ  is 
+− ))(( 0

ttt Xpq , and the retailer’s equilibrium quantity N
tq  is )(0

tt pq  and price N
tp  is 

tp . ■ 
 
Proof of Theorem 5. The result is obtained according to our discussion presented 
immediately before this theorem. ■ 
 
Proof of Theorem 6. For period t , the supplier determines his optimal production 
quantity tQ  based on his state (the starting inventory tX ). When tt qX ≥ , the 
objective function (17) applies. Since 0≥tc  and 0≥tH , we reduce the supplier’s order 
quantity to zero in order to maximize ),,( tttt pqQG . Thus, 0),( =∗

ttt pqQ  when 

tt qX ≥ . 
When tt qX ≤ , the supplier produces new products to satisfy the retailer’s order 

since the starting inventory is insufficient. When the retailer’s order quantity equals the 
supplier’s order-up-to level (i.e., tttt XQYq +== ), the functions (17) and (18) are both 
reduced to 

,})](),([)],()[(

){(),,(
++ +−−−++−

+−=

ttttttttttt

ttttttttt

xqpDkpDxqhp

xpqcpEpqQG

εε  (22) 

which does not include the holding and shortage costs of the supplier. On the other 
hand, when tt Yq ≠ , the two costs are involved and reduce the supply chain-wide profit. 
Thus, in order to maximize the supply chain profit for period t , the supplier’s 
order-up-to level is equal to the retailer’s order quantity, i.e., tttt qXQY =+= ∗∗ . In 
conclusion, we obtain the result. ■ 
 
Proof of Theorem 7. Similar to the proof of Theorem 6, we consider the problem for 
each of two case: tt qX ≥  and tt qX ≤ . 

1. When tt Xq ≤ , Theorem 6 suggests that the supplier’s order quantity is zero. 
This results in the system-wide profit function  

.})](),([)],()[(

)({)|,,(
++

∗

+−−−++−

+−+=≤

ttttttttttt

ttttttttttttt

xqpDkpDxqhp

xpXHHpqEXqpqQG

εε
 

The first- and second-order partial derivatives of )|,,( tttttt XqpqQG ≤∗  w.r.t. tq  
are 
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which implies that the function )|,,( tttttt XqpqQG ≤∗  is a strictly concave 
function in tq . Equating the first-order derivative to zero and solving it yields 

.)( 1
⎥
⎦

⎤
⎢
⎣

⎡
−⎟⎟
⎠

⎞
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⎝

⎛
++
++

= −
t

ttt

ttt
tt x

khp
kHpFpDq  

Recalling that tt hH ≤ , the ratio )/()( tttttt khpkHp ++++  is in the range ]1,0( . 
Since tt Xq ≤≤0 , we write the retailer’s optimal order quantity as 

,,)(min)(ˆ 1
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2. When tt Yq ≥ , we find from Theorem 6 that the supplier’s order-up-to level 
equals the retailer’s order size (i.e., ttt qXQ =+∗ ). Taking the first- and 
second-order partial derivatives of (22) w.r.t. tq , we have 

.0
)()(

),,(

,
)(

)(
),,(

2

2

<⎥
⎦

⎤
⎢
⎣

⎡++
−=

∂

≥∂

⎥
⎦

⎤
⎢
⎣

⎡ +
++−−+=

∂

≥∂

∗

∗

t

t

t

ttt

t

tttttt

t

tt
tttttt

t

tttttt

pD
yf

pD
khp

q

XqpqQG

pD
xqFkhpckp

q
XqpqQG

  (23) 

 
As a result, the profit function )|,,( tttttt XqpqQG ≥∗  for period t  is strictly 
concave in tq . Equating (23) to zero and solving it for tq  gives the solution as 
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Similarly, considering the constraint tt Xq ≥ , we obtain 
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To determine the globally optimal solution )( tt pq∗ , we need to compare )(ˆ tt pq  
and )( tt pq . Since )()( tttttt ckpkHp −+>++ , we find that 

)]/()[(1
tttttt khpkHpF ++++− )]/()[(1
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Let tζ  and tη  respectively denote the LHS and RHS of (24). Comparing them with 

tX , we analyze four cases as follows: 
1. If tt X≤ζ , we find from (24) that tt X≤η . Consequently, we have ttt pq ζ=)(ˆ  

and ttt Xpq =)( , so that the maximum conditional profits are 
)|,,0( ttttt XqpG ≤ζ  and )|,,0( ttttt XqpXG ≥ . As 
)|,,0( ttttt XqpXG ≥ )|,,0( ttttt XqpXG ≤= , the globally optimal order quantity of 

the retailer for the case is tζ . 
2. If tt X≥η , then tt X≥ζ . As a result, we have that ttt Xpq =)(ˆ  and ttt pq η=)( , 

so the maximum conditional profits are )|,,0( ttttt XqpXG ≤  and 
)|,,( ttttttt XqpXG ≥− ηη . Similarly, we obtain the globally optimal order 

quantity of the retailer as tη . 
3. If tt X≥ζ  and tt X≤η , then ttt Xpq =)(ˆ  and ttt Xpq =)( , so the globally 

optimal solution is ttttttt XXXpq =≤≤∗ ),|( ηζ . 
4. If tt X≤ζ  and tt X≥η , we find that tt ηζ ≤  which is contrary to (24). 
Summarizing the above results, we have (19). ■ 

 
Proof of Theorem 8. Using (2) we replace tw  with ( )( 00

tt ppw −−α ) for the function 
),,( tttt pqQG . Partially taking the first-order derivative of ),,( tttt pqQG  w.r.t. tp , we 

have 

.)()()(

)],([)()(

);,(),;(),,(

)(
0

dxxxfpDkhp

pDxqEpDkxq

p
Qpq

p
pqQ

p
pqQG

t

tt

pD
xq

tttt

tttttttt

t

tttt

t

tttt

t

tttt

∫
+

+

′+++

−+−′−+=

∂
∂

+
∂

Π∂
=

∂
∂

εμ

π

 

 
We find the second-order partial derivative as 

.);,();,(),;(),,(
2

2

2

2

2

2

2

2

t

tttt

t

tttt

t

tttt

t

tttt

p
Qpq

p
Qpq

p
pqQ

p
pqQG

∂
∂

=
∂

∂
+

∂
Π∂

=
∂

∂ ππ  

 
Using Lemma 2, we have that 0/),,( 22 <∂∂ ttttt ppqQG , and reach the concavity of 

the objective function ),;( tttt pqQΠ . ■ 
 
Proof of Theorem 9. For supply chain coordination we choose the values of PDS 
parameters to make ),,( N

t
N
t

N
t pqQ  identical to ),,( ∗∗∗

ttt pqQ , i.e., ),,( N
t

N
t

N
t pqQ  

),,( ∗∗∗= ttt pqQ  when the parameter values are properly designed. From Theorems 4 and 
7 we find that ∗= t

N
t qq  if and only if 
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Moreover, we notice from Theorems 4 and 7 that N
tp  and ∗

tp  are obtained by 
respectively solving 
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and 
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The problem (26) is the same as (25) if we add the constraint tt Xq ≥∗  to (25) and 
replace tw  with tc . Hence, in order to coordinate the supply chain with a wholesale 
pricing scheme, the globally optimal solution for period t  must be 

)),(,)(( ′′′′′′ − tttttt ppXp ηη , and ′′
tp  is the optimal solution of the unconstrained 

maximization problem )),(,)((max tttttttp ppXpG
t

ηη − . Note that tw  in (25) is a 
variable of tp  but tc  in (26) is a given constant. In order to assure that ∗= t

N
t pp , we 

set the value of tα  to 0, so that 0
tt ww = , which is a constant. ■ 

 
Proof of Theorem 10. To allocate the profit ),,( ∗∗∗

tttt pqQG  between the supplier and the 
retailer, we solve the following maximization problem 
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Replacing tφ  with ttttt pqQG ϕ−∗∗∗ ),,(  in the objective function, we write our 
maximization problem to the following:  
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function w.r.t. tϕ , equating it to zero and solving the resulting equation, we find 
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Since tttttt pqQG ϕφ −= ∗∗∗ ),,( , we have 
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Noting that );,(),;(),,(),,( N
t
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N
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find that ),;( N
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N
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N
ttt pqQΠ≥ϕ  and );,( N

t
N
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N
ttt Qpqπφ ≥ . Thus, we arrive to the result. ■ 

 
Proof of Theorem 11. The differences between local profits incurred by two members 
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and the allocations of ),,( ∗∗∗
tttt pqQG  to them are 
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Defining ),;(),;( N
t

N
t

N
tttttt pqQpqQS Π−Π≡ ∗∗∗  and );,();,( N

t
N
t

N
tttttt QpqQpqR ππ −≡ ∗∗∗ , 

we consider two cases as follows: 
1. If RS ≥ , we find that ttttt pqQ ϕ≥Π ∗∗∗ ),;(  and ttttt Qpq φπ ≤∗∗∗ );,( . For this case, 

the supplier incurs a higher profit locally than the allocation to him, whereas the 
retailer’s local profit is less than the allocation to her. Hence, the supplier 
transfers a side payment [amounting to ttttt pqQ ϕ−Π ∗∗∗ ),;( ] to the retailer. Using 
S  and R , we write the side-payment transfer as 2/)( RS − . 

2. If RS ≤ , we find that ttttt pqQ ϕ≤Π ∗∗∗ ),;(  and ttttt Qpq φπ ≥∗∗∗ );,( . For this case, 
the side-payment transfer from the retailer to the supplier is amount of 
[ ttttt Qpq φπ −∗∗∗ );,( ] which is computed as 2/)( SR − . 

In conclusion, we find the side-payment transfer between the two members for 
period t . ■ 

 
Appendix B  Proofs of Lemmas  
Proof of Lemma 1. The first- and second-order partial derivatives of function (12) with 
respect to tq  are 
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which leads to the result. ■ 
 
Proof of Lemma 2. Replacing tw  in (11) with RHS of (2) and partially differentiating 
the function );,( tttt Qpqπ  w.r.t. tp , we have 
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The second-order partial derivative is 
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Since 0/)( <tt dppdD  and 0/)( 22 =tt dppDd , we simplify the above and have 
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by reaching the concavity of the function );,( ttt
t
R Ypqπ  in tp . ■ 
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